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• Convolutional neural networks.

• Training ConvNets.

Overview of today’s lecture



Slide credits
Most of these slides were adapted from:

• Noah Snavely (Cornell University).

• Fei-Fei Li (Stanford University).

• Andrej Karpathy (Stanford University).



Convolutional Neural 
Networks



Aside: “CNN” vs “ConvNet”

• There are many papers that use either phrase, but

• “ConvNet” is the preferred term, since “CNN”  
clashes with other things called CNN

Note:

Yann LeCun



Motivation



Products



Helping the Blind

https://www.facebook.com/zuck/videos/10102801434799001/

https://www.facebook.com/zuck/videos/10102801434799001/






[Krizhevsky, Sutskever, Hinton. NIPS 2012]

“AlexNet” — Won the ILSVRC2012 Challenge

CNNs in 2012: “SuperVision”  
(aka “AlexNet”)

Major breakthrough: 15.3% Top-5 error on ILSVRC2012  
(Next best: 25.7%)



Recap: Before Deep Learning
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Figure: Karpathy 2016
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Ans



The last layer of (most) CNNs 
are linear classifiers

Input  
Pixels

Ans

Perform everything with a big neural  
network, trained end-to-end

This piece is just a linear classifier

Key: perform enough processing so that by the time you get  
to the end of the network, the classes are linearly separable

(GoogLeNet)



















































































Demos

• http://cs231n.stanford.edu/
• http://cs.stanford.edu/people/karpathy/convn
etjs/demo/mnist.html

http://cs231n.stanford.edu/
http://cs.stanford.edu/people/karpathy/convnetjs/demo/mnist.html
http://cs.stanford.edu/people/karpathy/convnetjs/demo/mnist.html






















































Training ConvNets


















































































